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A methodology is developed that enables fully coupled computation of three-dimensional flow fields including ra-
diation, assuming an optically thin shock layer. The method can easily be incorporated into existing computational
fluid dynamics codes and does not appreciably increase the cost or affect the robustness of the resulting simulations.
Further improvements in the accuracy of radiative heating predictions in an optically thin gas can be achieved
by using a view-factor method rather than the standard tangent slab approach. These techniques are applied to
the Titan aerocapture aeroheating problem, which is dominated by strong radiative heating. For this application,
neglecting the nonadiabatic effects caused by radiation coupling results in an overprediction of radiative heating
levels by about a factor of 2. Radiative coupling effects also significantly lower predicted convective heating by
reducing boundary-layer edge temperatures. In addition, it is shown that the tangent slab approximation overpre-
dicts radiative heating levels by a minimum of 20% in the stagnation region for this application. Over an entire
design trajectory, correctly modeling radiative heat transfer results in a more than a factor of 2 reduction in total
stagnation-region heat load over an uncoupled analysis.

Nomenclature
A1–A5 = curve fit constants in Eq. (5)
E = radiative emission, W/m3 · sr
N = number density, particles/m3

Q = heat load, J/cm2

q = heat flux, W/cm2

T = temperature, K
t = time, s
V = velocity, m/s
z = 10,000/Tve, 1/K
αr = tangent slab correction factor
� = Goulard number [Eq. (3)]
�A = computational surface cell area, m2

�V = computational cell volume, m3

ε = emissivity
� = energy source term, W/m3

κ = empirical constant defined in Eq. (4)
ν = radiation frequency, 1/s
ξ = geometric view factor, sr
ρ = density, kg/m3

σ = Stefan–Boltzmann constant, 5.6691 × 10−8

W/(m2 · K4)

Subscripts

ad = adiabatic
coup = coupled
s = species number
ts = tangent slab
ve = vibroelectronic
w = wall
∞ = freestream
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Superscripts

C = convective
R = radiative

Introduction

T HE NASA In-Space Propulsion Program is currently investi-
gating aerocapture as a means of enabling or improving the

cost-efficiency of several planetary missions. During an aerocap-
ture maneuver, the actively controlled vehicle decelerates into the
target orbit by dissipating energy aerodynamically during a single
pass through the atmosphere. In this manner, the large mass of a
propulsive deceleration system is replaced by the potentially much
smaller mass of an aeroshell to protect the vehicle from aerody-
namic heating during the maneuver. One candidate destination for
which aerocapture looks attractive is Saturn’s largest moon Titan. A
recent systems analysis study1 was performed to examine the bene-
fits of aerocapture at Titan. The resulting baseline Titan aerocapture
vehicle would be proposed as a follow-on to the joint NASA/ESA
Cassini mission, which is scheduled to arrive at Saturn in 2004 and
release the Huygens Titan entry probe.

As a part of the systems study,1 a preliminary aerothermal analysis
of the baseline Titan aerocapture vehicle was performed, assuming
an entry velocity of 6.5 km/s (Refs. 2 and 3). These calculations
showed that the predicted maximum stagnation point convective
heating was moderate (40–45-W/cm2 peak). However, this work
also concluded that the heating due to shock-layer radiation will be
much larger than the convective component.3 The Titan atmosphere
at aerocapture altitudes consists primarily of nitrogen, with small
amounts of argon and methane. The atmospheric methane (up to 3%
by volume) dissociates in the nonequilibrium shock layer, leading to
the formation of cyanogen, or CN. The CN molecule is a strong radi-
ator in both the violet [B–X ] and red [A–X ] bands and is responsible
for more than 99% of the total predicted shock-layer radiation at low
entry velocities (below about 8 km/s). Preliminary analyses3 indi-
cated that the radiative heating from CN at the stagnation point could
be as high as 300 W/cm2, or seven times as large as the convective
component. These results were qualitatively consistent with previ-
ous analysis of the ballistic Huygens probe entry.4−6 The previous
systems analysis study also looked at the effects of chemical kinetics,
entry state variations, and uncertainties in atmospheric composition
on the computed convective and radiative heating levels.

The high radiative heat flux predicted during this analysis was
the primary driver in determining thermal protection system (TPS)
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material selection and sizing.7 However, the uncertainties in the
predicted radiative heating levels were quite large, predominantly
due to several simplifying assumptions that were made during the
systems-level analysis. As a result of this study,1−3 it was determined
that reducing the uncertainties in the prediction of radiative aero-
heating was of primary importance for the design of any future Titan
entry mission. The prior analyses made three major assumptions:

1) The chemical-kinetic mechanism employed was sufficient to
predict the amount of CN formed in the shock layer, and the elec-
tronic states of the resulting CN molecules were in a Boltzmann
distribution at the mixture vibrational–electronic temperature.

2) The shock-layer radiation was not coupled to the fluid dynamics
and chemical kinetics in the flowfield (i.e., the flow was adiabatic).
Therefore, shock-layer radiation predictions could be performed as
a postprocessing step after the computational fluid dynamics (CFD)
was completed.

3) The distributed radiative heating on the vehicle could be ade-
quately estimated via a tangent slab approximation with an appro-
priate scale factor to account for body curvature effects.

This paper presents a methodology for the computation of fully
coupled convective and radiative heating for radiation in an opti-
cally thin gas, which will effectively eliminate the last two of these
assumptions. This methodology is then applied to the Titan aerocap-
ture problem. Results are shown only for the forebody of the Titan
aerocapture vehicle, but the methodology can also be applied to the
afterbody.8 An assessment of the validity of the first assumption is
still under investigation.

Titan Aerocapture Reference Concept
The baseline configuration from the systems analysis study is a

3.75-m-diam 70-deg sphere cone, shown in Fig. 1 (Ref. 1). The ve-
hicle will fly at a constant angle of attack of 16 deg to achieve a
lift-to-drag ratio of 0.25, which was found to be sufficient to en-
able robust guidance and control during the aerocapture maneuver.
The ballistic coefficient was set at 90 kg/m2. This vehicle would
enter the atmosphere of Titan at a nominal relative velocity of
6.5 km/s, although alternate trajectories with entry velocities up
to 10 km/s were also considered. Aeroheating analysis and mission
design were conducted using a series of lift-up and lift-down design
trajectories.9 Trajectories were generated using three atmospheric
density profiles,10 which bounded the uncertainty in atmospheric
density as a function of altitude. The atmosphere was assumed to
consist primarily of nitrogen, with small amounts of methane and
argon. The relative abundance of these trace species as a function
of altitude was determined using an engineering-level atmospheric
model (TitanGRAM),10 which predicted methane mole fractions
between 1 and 5% at aerocapture altitudes.

Fig. 1 Aeroshell configuration for the Titan aerocapture concept.

Physical and Numerical Models
The flowfield computations are performed using the CFD code

DPLR.11,12 DPLR is a parallel multiblock finite volume code that
solves the reacting Navier–Stokes equations including finite-rate
chemistry and the effects of thermal nonequilibrium. The Euler
fluxes are computed using a modified (low-dissipation) form of
Steger–Warming flux vector splitting,13 with up to third-order spa-
tial accuracy obtained via MUSCL extrapolation coupled with a
minmod limiter.14 Viscous fluxes are computed to second-order ac-
curacy using a central difference approach. Time advancement to a
steady-state solution is achieved using the data-parallel line relax-
ation method.11 DPLR has been used previously for several other
planetary-entry simulations.2,12,15

A detailed description of the relevant equations for atmospheric
entry flows has been presented in a number of sources16,17 and will
not be repeated here. For typical Titan entry conditions thermal
nonequilibrium effects will greatly influence the amount of pre-
dicted shock-layer radiation. Therefore, two energy equations are
solved: a total energy equation and a vibroelectronic energy equa-
tion. In this formulation it is assumed that the vibrational and elec-
tronic modes of the gas are in equilibrium with each other, but not
with the translational–rotational component.17 This model was orig-
inally developed for air flows, but should be a reasonable approxi-
mation for the N2-dominated Titan atmosphere (89–97% by mole)
as well. The energy exchange between the translational–rotational
and vibrational–electronic modes is modeled using a Landau–Teller
formulation, where relaxation times are obtained from Millikan and
White.18 Characteristic vibrational temperatures for the simple har-
monic oscillator approximation are taken from Gurvich et al.19

At the entry velocities considered, previous analysis2 indicated
that the flow is weakly ionized. However, this analysis also deter-
mined that the amount of ionization is small enough so that the effect
on convective and radiative heating predictions is negligible. There-
fore a 13-species (CH4, CH3, CH2, N2, C2, H2, CH, NH, CN, N, C,
H, Ar) 15-reaction finite-rate chemistry model is used in this paper.
However, for completeness one case was run using a 19-species,
22-reaction model, including the ions N2+, CN+, N+, C+, and
H+ as well as free electrons. In both cases the chemical source
terms are modeled using rates collected for the Titan entry problem
by Nelson et al.,5 with the exception that the heavy-particle impact
ionization reactions in Nelson et al. have been changed to electron
impact ionization reactions as originally intended,2 and the rates for
those reactions have been updated to currently accepted values.20

The complete reaction mechanism is given in Table 1. Following
the work of Park,21 the governing temperature for all dissociation
reactions is assumed to be Ta = √

(T Tve). Equilibrium constants are
computed using a minimized Gibbs free energy approach,22 which
eliminates the need to generate curve-fit expressions for each re-
action. Species thermodynamic properties are modeled using the
curve-fit expressions of Gordon and McBride.22 A recent paper23

examined the sensitivity of the predicted radiative heating to the
reaction rates and other modeling parameters.

Viscosity and thermal conductivity are modeled using the species
expressions and mixing rules presented by Gupta et al.24 Collision
integrals are taken from Park et al.20 for most binary interactions.
Collision integrals for all other interactions were computed using
a modified Lennard–Jones potential20 for the neutral–neutral inter-
actions and a polarization potential for the ion–neutral interactions.
The self-consistent effective binary diffusion method25 is used to
model diffusion fluxes. Either a laminar or a fully turbulent flow
model is used, depending on the case. For turbulent flows, the com-
pressible Baldwin–Lomax algebraic model26 is implemented with a
turbulent Schmidt number of 0.5 and a turbulent Prandtl number of
0.9. The surface is assumed to be fully catalytic (diffusion-limited)
to all ions as well as N2 and H2 recombination, and noncatalytic to
all other species. More rigorous surface boundary conditions could
be applied if necessary, but the chemical energy contained in the
trace carbonaceous species produced by methane decomposition is
small compared to the total flow enthalpy, so little error is intro-
duced by neglecting possible surface reactions of these species. A
radiative equilibrium boundary condition is applied, with a constant
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Table 1 Reaction rates for the Titan kinetic mechanisma

Reaction C , m3/kmol · s η θr , K

Dissociation reactions (Ta = √
T Tv)

C2 + M ⇔ C + C + M 9.68E+19 −2.0 71,000
N2 + M ⇔ N + N + M 3.70E+18 −1.6 113,200
CH + M ⇔ C + H + M 1.13E+16 −1.0 40,913
CN + M ⇔ C + N + M 1.00E+20 −2.0 90,000
CH4 + M ⇔ CH3 + H + M 2.25E+24 −1.87 52,900
CH3 + M ⇔ CH2 + H + M 2.25E+24 −1.87 54,470
CH2 + M ⇔ CH + H + M 2.25E+24 −1.87 50,590
NH + M ⇔ N + H + M 1.13E+16 −1.0 41,820
H2 + M ⇔ H + H + M 1.47E+16 −1.23 51,950

Exchange reactions (Ta = T )
C + N2 ⇔ CN + N + M 1.11E+11 −0.11 23,000
CN + C ⇔ C2 + N + M 3.00E+11 0.0 18,120
C2 + N2 ⇔ CN + CN 7.10E+10 0.0 5,330
H + N2 ⇔ NH + N 2.20E+11 0.0 71,370
H2 + C ⇔ CH + H 1.80E+11 0.0 11,490
CN+ + N ⇔ CN + N+ 9.80E+09 0.0 40,700
C + N ⇔ CN+ + e 1.00E+12 1.50 164,440
C+ + N2 ⇔ N+

2 + C 1.11E+11 −0.11 50,000
N + N ⇔ N2+ + e 1.79E+06 0.77 67,500

Electron impact ionization Reactions (Ta = Tv)
N + e ⇔ N+ + e + e 2.50E+31 −3.82 168,200
C + e ⇔ C+ + e + e 3.70E+28 −3.00 130,720
H + e ⇔ H+ + e + e 2.20E+27 −2.80 157,800

aRate = CT η
a exp(−θr /Ta); M is a generic collision partner.

surface emissivity of 0.85, which is a representative value for the
type of carbonaceous ablator typically used for such applications.27

The baseline computational grid for these simulations is a two-
block nondegenerate topology, with a total of 132,000 grid points
distributed around the 70-deg sphere-cone geometry. Sixty-five
points were used in the body-normal direction, and 2028 total points
were used in the two tangential directions. The grid for each com-
putation was adapted using the self-adaptive grid code (SAGe)28 to
ensure that the outer boundary of the grid was aligned with the bow
shock. Wall spacing was chosen to ensure that the cell Reynolds
number at the wall was less than 5. This grid topology and density
were shown previously2 to provide grid-converged convective heat-
ing predictions for Titan aerocapture simulations, and direct com-
parisons between DPLR and the NASA Langley CFD code LAURA
showed good agreement at that time. A grid refinement study of the
predicted radiative heating levels will be presented in this paper.

Shock-layer radiation is calculated using the radiation transport
code NEQAIR,29 which computes the emission, absorption, and
transport of radiation line by line using a tangent slab approxima-
tion. Based on previous analysis, at the entry velocities considered
in this paper essentially all of the radiation comes from the CN violet
[B–X ] (about 90% of the total) and red [A–X ] (about 10%) bands.
The radiating species are assumed to be in a Boltzmann distribu-
tion at the mixture vibroelectronic temperature of the gas, which
was found to be a reasonable approximation in previous work.2,30

Detailed radiation calculations3 have shown that, for the cases con-
sidered here, the radiative emission from CN is not significantly
absorbed (the shock layer is optically thin), due in part to the rel-
atively low shock-layer pressures. Therefore essentially all of the
radiation produced at each point in the flowfield is emitted isotrop-
ically to space over a solid angle of 4π sr.

When NEQAIR is used, the total amount of radiation reaching
the surface is integrated along each line of sight from the shock to
the surface using a tangent slab approximation. In the tangent slab
approximation, it is assumed that the input line of sight represents an
infinite slab of gas parallel to the surface at that point. However, in
reality the shock layer is curved due to body curvature. Therefore, a
correction factor must be applied to the tangent slab result to account
for surface curvature effects. The net radiative heating of the body
then becomes

q R = αr q R
ts (1)

The value of the correction factor αr depends on the surface ge-
ometry and shock-layer conditions. For the stagnation region in
blunt-body air flows, values between 0.75 and 0.85 are typically
used.29,31 The appropriate value to use away from the stagnation
point is not well understood. A value of αr = 1.0 is frequently ap-
plied to the entire vehicle in an attempt to ensure conservatism in
the radiative heating prediction. The accuracy of this approximation
will be discussed later in the paper. A more detailed description of
the application of NEQAIR to Titan entry radiative heating can be
found in the work of Olejniczak et al.3

For the case of an optically thin gas, it is possible to eliminate
the tangent slab approximation completely and use a view-factor-
based approach to compute the radiative heating at each body point
without simplification. In this case the radiative heating to the body
is computed at each surface cell by summing the contribution from
all emitting computational cells i :

�q R
i =

∫
Ei (ν)�Vi

�A
ξi dν, q R =

∑
i

�q R
i (2)

where the geometric view factor ξi (defined in Ref. 32) determines
the fraction of the energy deposited on the surface element. For an
optically thin gas the integral over frequency space in Eq. (2) can be
evaluated simply from known transition probabilities. This compu-
tation is repeated at each surface cell to determine the distribution
of radiative heating. Details on the implementation of this method
can be found in Ref. 32.

Radiation Coupling
For the uncoupled simulations, the flowfield is first computed

with DPLR, and the resulting solution is postprocessed to extract
lines of sight for the radiation analysis. Lines of sight are generated
normal to every surface grid point on the vehicle forebody, which
yields an estimate of distributed surface radiative heating with the
same spatial resolution as for the convective heating estimates.

The amount of coupling between the shock-layer radiation and
fluid can then be estimated by evaluating the radiative cooling pa-
rameter, or Goulard number,33 �:

� = 2q R
ad

/(
1
2 ρ∞V 3

∞
)

(3)

The factor of 2 in the numerator of Eq. (3) accounts for the fact
that emission is isotropic; as much radiation is directed away from
the surface as is directed toward it, and thus the total radiation flux
along the stagnation line is twice that intercepted by the body. The
radiative cooling parameter is essentially the ratio of the radiation
energy flux to the total energy flux, and for optically thin gases it is a
direct measure of the amount of flow energy converted to radiation.
When � becomes large (� > 0.01) the flowfield is considered to be
coupled, because the amount of flow energy converted to radiation
has a significant impact on the fluid dynamics and chemical kinetics
of the flow. The flowfield in this case becomes nonadiabatic, because
energy can leave the computational domain via radiation transport.

The radiative cooling parameter was evaluated for the refer-
ence Titan aerocapture mission profile, based on the uncoupled
aeroheating predictions from Refs. 2 and 3. At the peak convec-
tive heating point on the minimum atmosphere lift-up reference
trajectory, the velocity was 5760 m/s and the freestream density
was 1.49 × 10−4 kg/m3. The uncoupled radiation analysis predicted
290 W/cm2 of radiative heating at the three-dimensional stagna-
tion point. By inserting these numbers into Eq. (3), we see that the
Goulard number for this flow is approximately 0.4, indicating that
the flow is strongly coupled. By comparison, � ≈ 0.01 for the Fire
II flight experiment,34 and � ≈ 0.1 for the Galileo probe.35,36 The
comparatively large values of � predicted for Titan aerocapture are
due to the fact that CN is a strong radiator, and the atmospheric
composition of Titan is ideal for CN formation behind a relatively
low-speed shock wave.

The effect of modeling radiative cooling is to reduce the predicted
net amount of shock layer radiation. Tauber and Wakefield37 have
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developed an engineering relation between � and the reduction in
predicted stagnation-point radiative heating:

q R
coup

/
q R

ad = 1/(1 + κ�0.7) (4)

where the empirical constant κ is gas-mixture specific. Although
Eq. (4) was originally developed for the optically thick shock layer
encountered during Jupiter entry (κ = 3) (Ref. 37), it has been shown
to provide reasonable results for strongly coupled air radiation by
setting κ ≈ 3.45, and thus should provide a reasonable first estimate
of the effect of radiation coupling for this problem. For � ≈ 0.4,
Eq. (4) predicts a reduction in net radiative heating of more than
60% over the uncoupled result.

Weakly coupled flows have been computed previously using a
loosely coupled approach,38,39 in which flowfield and radiation so-
lutions are alternated until convergence is reached. However, this
method becomes intractable for cases with strong coupling due to
the number of iterations between the CFD and radiation solvers re-
quired to achieve convergence. In the general case, simulation of
a fully coupled flowfield requires the simultaneous solution of the
reacting Navier–Stokes and the radiative transport equations. The
result is a set of integrodifferential equations in which emission at
any point in the flowfield has an essentially instantaneous effect
on all other points. In addition, resolution of frequency space and
solid-angle (emission direction) space greatly increases the dimen-
sionality and complexity of the problem. Solution of this coupled
equation set has been demonstrated previously,40−42 but the resulting
algorithms are extremely complex and time-consuming, particularly
in three spatial dimensions. However, because the shock layer pro-
duced during Titan aerocapture was found to be optically thin to
CN radiation in previous analysis,3 it is possible to greatly simplify
the coupled problem for Titan entries. In the case of an optically
thin gas (assuming that induced emission and scattering effects are
small) the analysis reduces to a pointwise computation of emission
per unit volume. All radiation produced is assumed either to im-
pact the body surface or to leave the computational domain without
interacting with the rest of the flow. Thus, radiation coupling in
an optically thin gas acts as a volumetric sink term in the relevant
energy conservation equations.

The emission rates for CN red and CN violet radiation can be
readily computed from known spectroscopic constants and tran-
sition probabilities.43 Assuming a Boltzmann distribution of the
excited states, emission per unit volume is a function only of the
number density of CN molecules available to radiate and the vibro-
electronic temperature of the gas. Although in principle the emission
rates could be computed directly within DPLR, it was decided to
curve-fit these rates in order to improve the overall computational
efficiency of the resulting algorithm. Therefore, analytical fits of the
NEQAIR-computed optically thin emission for CN red and CN vi-
olet emission are generated. For convenience, a curve-fit form used
by Park44 for equilibrium constants is borrowed:

E js = Ns exp
(

A1, js/z+ A2, js + A3, js ln(z)+ A4, js z+ A5, js z2
)

(5)

where E js is the total radiative emission for molecular electronic
band j of species s. Values of the constants A1–A5 for CN red and
CN violet emission were obtained via a least-squares fitting process
and are given in Table 2. These expressions are accurate to within 2%
over the temperature range of interest (500–20,000 K). The curve-fit
expressions are summed over the number of radiating species and
the number of molecular bands for each species to compute the total
emission in each cell:

E =
∑

s

∑
j

E js (6)

Table 2 Curve fit parameters for CN violet [B–X]
and red [A–X] emission

CN A1 A2 A3 A4 A5

Violet −0.24820 −28.088 1.2171 −4.2147 0.02354
Red −0.51122 −33.016 0.1590 −1.4679 0.00661

The result is inserted into DPLR as a sink term in the total and
vibroelectronic energy equations to simulate the nonadiabatic en-
ergy loss due to conversion of flow energy to radiation. Note that,
because the radiative emission is isotropic, a multiplicative factor
of 4π steradians is required to convert from W/(m3 · sr) to W/m3 so
that the resulting source term has the correct units in a finite-volume
scheme of energy per unit volume per unit time. The resulting source
term in the total and vibrational–electronic energy equations is
then

�R = −4π E (7)

where the negative sign indicates a sink of energy. In this manner,
tight coupling between the flowfield and the radiation can be mod-
eled with almost no performance penalty. It is important to note that
even if the radiation were non-Boltzmann this approach would still
be possible, although the functional form of the expressions for E js

would be more complex.
In addition to the volumetric sink terms that account for the energy

loss from the shock layer, the portion of the radiation that strikes the
surface must be accounted for in the radiative equilibrium surface
energy balance (SEB):

qC + q R = εσ T 4
w (8)

Note that conduction into the surface is assumed to be zero in Eq. (8),
which is a standard conservative assumption used during prelimi-
nary design CFD analysis. The effects of conduction into the solid,
as well as possible pyrolysis gas injection and ablation, are typi-
cally accounted for during response modeling and sizing of the TPS
material. Although it is possible that ablation products may absorb
CN radiation in the boundary layer, it is unlikely that significant
absorption will occur given the optical transparency of the CN radi-
ation. Possible interactions between ablation product gases and the
boundary layer or radiation field are beyond the scope of the current
work.

To account for the effects of radiative heating in the SEB it is
necessary to compute the integrated radiative heat flux at each sur-
face point in the computational grid, which can become complicated
in a multiple-block grid topology on a distributed-memory parallel
machine. Because the surface temperature varies as the fourth root
of the heat flux [Eq. (8)], it was expected that radiative surface heat-
ing would have only a small impact on the flowfield. Therefore, for
the purposes of this paper it was decided to implement this effect
in a loosely coupled manner. In this approach, a simulation is first
performed in which the volumetric (nonadiabatic) effects of radia-
tion coupling are accounted for in the manner discussed above, but
the surface heating effects are neglected [all of the emitted radia-
tion is assumed to leave the flowfield and q R is set equal to zero in
Eq. (8)]. Radiative surface heating is then computed at each surface
grid point in the initial solution, using either the tangent slab or
view factor approach. This pointwise radiative heating distribution
is read into DPLR as a boundary condition for the solver and a new
solution is generated that accounts for radiative heating in the SEB.
This process is repeated until convergence is reached. The net re-
sult of including radiative heating in the surface energy balance will
be to increase the radiative equilibrium wall temperature over that
predicted with only convective heating included. This increase in
surface temperature will tend to decrease the thermal gradient be-
tween the wall and the boundary layer edge and thus should reduce
the net convective heating to the wall slightly further. The effects
of including radiative heating in the SEB will be quantified in the
Results section.

Once a solution has been computed in DPLR, the radiative heating
at each body point is obtained via a postprocessing step using either
a tangent slab approach or the view-factor method discussed earlier.
It is important to note that in either case the volumetric emission
of the gas is fixed; the difference between the methods is in how
the transport of that radiation to the surface is computed. Therefore
either method is applicable to both uncoupled and coupled flowfield
solutions.
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Results
Several Titan aerocapture trajectories were generated during the

previous systems analysis study. However, much of the aerother-
mal analysis was performed on the minimum atmosphere lift-up
trajectory, which was predicted to yield the highest radiative heat
fluxes.3 The term “minimum atmosphere” refers to the use of the
lower bound prediction for density as a function of altitude, as de-
fined by Justus and Duvall.10 The atmospheric composition for this
trajectory was 95% N2 and 5% CH4 by volume and was assumed
to be constant at aerocapture altitudes.2 Peak convective heating
was predicted to occur at t = 253 s on this trajectory, which cor-
responds to an angle of attack of 16 deg, ρ∞ = 1.49 × 10−4 kg/m3,
V∞ = 5.76 km/s, and T∞ = 152.7 K. This trajectory point will be the
focus of the parametric analysis presented here. Maximum radia-
tive heat loads were predicted to occur on the minimum atmosphere
lift-down trajectory.3

Figure 2 shows the computed uncoupled laminar convective heat-
ing on the forebody of the Titan aerocapture vehicle at this trajectory
point. The computation was performed with a 13-species gas model;
that is, ionization was neglected. The effect of ionization on the re-
sults will be discussed below. The flow stagnation point is below the
cone apex (at approximately y = −0.8 m) due to the 16-deg angle of
attack. As shown in Fig. 2, peak convective heating is 41 W/cm2 and
occurs at the sphere-cone apex rather than the flow stagnation point,
due to flow expansion and the resulting boundary layer thinning
around the apex. Figure 3 shows the uncoupled radiative heating on

Fig. 2 Forebody convective heating assuming uncoupled radiation.
Peak heating point (t = 253 s) on the minimum atmosphere lift-up
trajectory.

Fig. 3 Uncoupled forebody radiative heating computed using a view-
factor method. Peak heating point (t = 253 s) on the minimum atmo-
sphere lift-up trajectory.

Fig. 4 Temperature contours in the sym-
metry plane. Peak heating point (t = 253 s)
on the minimum atmosphere lift-up trajec-
tory.

the forebody at this trajectory point computed using a view-factor
method. Figure 4 shows the computed translational temperature in
the symmetry plane for this case. From these figures we see that
the peak radiative heating is 246 W/cm2 and occurs near the flow
stagnation point, because this is where the postshock temperatures
are highest (larger emission per unit volume) and the shock standoff
distances are largest (greater volume of radiating gas). This value is
24% lower than that previously reported using a tangent slab approx-
imation (323 W/cm2), indicating that the stagnation point correction
factor αr ≈ 0.76 for this case.32

Effects of Radiation Coupling
To evaluate the effects of radiation coupling on this flowfield, it is

interesting to separate the volumetric (nonadiabatic) effects from the
surface energy balance (SEB) effects, as discussed in the previous
section. Therefore, we first simulate the same trajectory point, ac-
counting for nonadiabatic flow coupling via Eq. (7), but neglecting
the radiative heating in the SEB [q R = 0 in Eq. (8)]. Figure 5a shows
the impact of radiative coupling on the stagnation-line translational
and vibro electronic temperature profiles. The radiative energy sink
term has two main effects. First, removing energy from the flow-
field causes the shock to move closer to the body, which decreases
the total volume of radiating gas. For this case the shock standoff
distance decreases from 29 to 24 cm. Second, by depleting energy
from the vibroelectronic energy pool, the maximum postshock vi-
broelectronic temperature is decreased by about 850 K, from 8300
to 7450 K. This temperature decrease also reduces the amount of ra-
diation emitted, because emission is a strong function of electronic
temperature. Additionally, the depletion of vibroelectronic energy
decreases the translational–rotational energy in the shock layer as
well, due to the energy coupling terms between the translational and
vibrational modes of the gas. Although the majority of the emission
occurs in the hottest gas immediately behind the shock, the flow con-
tinues to lose energy to radiation as it convects down the stagnation
streamline, and as a result the total temperature decrease between
the shock and the boundary layer edge is greater for the coupled
flow case. Figure 5a also shows that the maximum postshock trans-
lational temperature is essentially unaffected by coupling, because
the peak translational temperature is reached immediately behind
the shock wave before the vibroelectronic temperature has risen
enough to generate excited CN molecules. At the boundary-layer
edge the flow reaches thermal equilibrium in both solutions, but the
edge temperature is about 2000 K lower for the coupled flow. This
decrease in edge temperature reduces the thermal gradient through
the boundary layer, which will decrease convective heating as well.

Figure 5b shows the computed volumetric emission along the
stagnation streamline for the uncoupled and coupled simulations.
In a tangent slab approximation, this emission would be directly in-
tegrated along the stagnation streamline to compute the stagnation-
point radiative heat flux. From Fig. 5b we see immediately that the



22 WRIGHT, BOSE, AND OLEJNICZAK

a)

b)

Fig. 5 Effect of coupling on stagnation-line a) temperatures and
b) volumetric emission. Peak heating point (t = 253 s) on the minimum
atmosphere lift-up trajectory.

peak emission for both cases occurs at the location of peak vibra-
tional, as opposed to translational, temperature. Although the peak
emission occurs immediately behind the shock wave, in both cases
Fig. 5b shows that there is significant emission from the entire vol-
ume of gas between the shock and the boundary-layer edge, and
thus the typical tangent slab assumption of a thin layer of emitting
gas is not valid for this flow. Finally, the figure also shows clearly
that the coupled solution has less peak emission behind the shock
wave (3.5 vs 4.9 W/cm3 · sr), due to the decrease in peak vibrational
temperature.

Figure 6a compares the coupled and uncoupled radiative heat-
ing along the centerline of the forebody of the Titan aerocapture
vehicle for this case, computed with view factors. The stagnation
point is at y ∼ −0.8 m from the apex. The gaps in the lines are
due to the multiblock topology; the radiative heating is computed at
cell centers rather than vertices. Including the volumetric radiative
coupling terms reduces the stagnation-region radiative heating by
slightly more than a factor of 2, with a maximum of 119 W/cm2

near the flow stagnation point as opposed to 246 W/cm2 for the
uncoupled case. By comparison, Eq. (4) with κ = 3 predicts a max-
imum radiative heating of about 101 W/cm2. This result indicates
that using Eq. (4) to estimate the impact of radiation coupling may
be reasonable as long as an appropriate value of κ is selected. The
same conclusion holds true if applied to the tangent slab predic-
tions, where the uncoupled solution (Fig. 3) predicts a 323 W/cm2

maximum and a coupled solution (not shown) predicts 156 W/cm2,
whereas Eq. (4) with κ = 3 predicts a net tangent slab radiative heat-

a)

b)

Fig. 6 Coupled vs uncoupled a) radiative and b) convective centerline
heating. Peak heating point (t = 253 s) on the minimum atmosphere lift-
up trajectory.

ing of 119 W/cm2. From these results it is apparent that a universal
value of κ in Eq. (4) does not exist for Titan CN radiation; select-
ing a value of κ = 1.87 would accurately reproduce the CFD results
assuming tangent slab applies, but κ = 2.25 would be required for
the view factor–based analysis.

The computed convective heating for the coupled calculation is
compared with the uncoupled result in Fig. 6b. As expected, the
convective heating is significantly reduced as a consequence of flow
coupling, reaching a peak value of 28.5 W/cm2 at the apex, as com-
pared to 41 W/cm2 for the uncoupled case. However, because lami-
nar convective heating is still only a small portion of total predicted
surface heating, the TPS design impact of this reduction would be
small. Interestingly, the surface shear stress (not shown) is nearly
the same for the coupled and uncoupled solutions. This result is not
surprising, because the volumetric coupling terms directly reduce
the internal energy of the gas, but have only an indirect effect on
momentum.

The results in Fig. 6 were computed with full coupling in the
volumetric sense, but with the impact of radiation on the SEB ne-
glected. To assess the impact of including radiative heating in the
SEB, the case was simulated using the loosely coupled method-
ology discussed previously. Figure 7a shows the computed trans-
lational and vibroelectronic temperatures along the stagnation line
for these simulations. We see from Fig. 7a that including radiative
heating in the SEB increases the radiative equilibrium wall temper-
ature by about 700 K, but the shock layer is essentially unaffected.
Because including radiation in the SEB does not alter shock-layer
temperatures, it has no impact on volumetric emission or computed
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a)

b)

Fig. 7 Impact of including radiative heating in the SEB: a) stagnation-
line temperatures and b) centerline convective heating. Peak heating
point (t = 253 s) on the minimum atmosphere lift-up trajectory.

radiative heating. Therefore, only a single loosely coupled iteration
is required to achieve a final solution. Figure 7b shows the impact of
the SEB on the computed convective heating. Three lines are shown
in Fig. 7b: an uncoupled solution, a solution with volumetric cou-
pling only, and a fully coupled solution including surface-energy
effects. Because the computed convective heating rate is not very
sensitive to changes in wall temperature, including radiative heating
in the SEB has a small impact on the computed convective heating.
At the apex, the convective heating rate is reduced by 31% by the
volumetric effects of radiation coupling, and only an additional 6%
by the SEB terms.

Including radiation in the SEB significantly increases the cost of
a simulation. Even if only a single loosely coupled iteration is re-
quired, the computer time is still approximately doubled, because
two computations are required to arrive at the final result. Develop-
ing a completely coupled method would be even more expensive,
because the relatively expensive view factor computation would then
need to be performed each iteration or the geometrical factors would
need to be stored as an additional array of dimension equal to num-
ber of surface points times number of volume cells. In addition, the
energy balance presented in Eq. (8) also neglects conduction into
the material, which is typically taken into account (together with
convective and radiative heating) by a material-response model un-
coupled from (or loosely coupled to) the CFD. Because, as shown
in Fig. 7, including radiative heating in the SEB has no impact on
computed radiation and only a small impact on computed convec-
tive heating, the remaining results shown in this paper will neglect
this effect.

Fig. 8 Computed forebody tangent slab correction factor αr. Peak
heating point (t = 253 s) on the minimum atmosphere lift-up trajectory.

View Factor–Based Analysis
As stated previously, the tangent slab assumption will tend to

overpredict radiative heating near the stagnation point, but it is not
obvious a priori what the impact will be on other areas of the surface.
To quantify the impact of using the tangent slab approach, Fig. 8
shows the computed value of αr on the entire forebody for this case.
From the figure we see that αr is nearly constant at a value of about
0.76 on the entire wind side, which is not surprising because the
vehicle is blunt and tangential gradients are small. On the lee side,
αr is larger (reaching a maximum value of about 0.92), because the
shock standoff distance is smaller on the lee side and the shock itself
is more planar (see Fig. 4), which better approximates the tangent
slab assumption. The area where the tangent slab assumption is least
accurate is the lee-side shoulder, where the flow is expanding rapidly
and the tangent slab assumption fails to account for the small radius
of curvature of the surface. These results are very similar to those
presented previously for the uncoupled flow in Ref. 32.

The fact that αr is always less than 1.0 in Fig. 8 means that the
total amount of radiative energy reaching the surface is significantly
less when view factors are used. The reasons for this result are clear
if we think about the amount of radiation that reaches the surface
from a given volume element. In the tangent slab approximation,
it is assumed that exactly one-half of the isotropically emitted ra-
diation eventually reaches the surface. However, in the view-factor
approach, the actual subtended solid angle of the surface is computed
for each volume element. Because of the fairly large shock standoff
distance on the wind side, the strongest emitting volumes “see” a
solid angle subtended by the surface that is about 30% smaller than
the 2π sr assumed by tangent slab. Emitting volumes closer to the
body direct more of their energy to the surface, until at very close
distances the tangent slab approximation becomes nearly exact. The
difference between the actual solid angle subtended by the surface
and the 2π steradian maximum, when integrated over all emitting
volumes, accounts for the reduction in total energy reaching the sur-
face. Finally, it should be noted that at the very top of the shoulder
the results presented here are not accurate, because the computa-
tional solution space ends at a plane perpendicular to the maximum
radius point on the aeroshell, and any radiation emitted beyond this
point is not included in the view-factor summation. However, this
local effect should be fairly small because of the rapidly expanding
and cooling gas in this region.

Grid Resolution
Although previous analysis2 has shown that the baseline grid

topology and density are sufficient to provide grid converged re-
sults for convective heating, it is also necessary to evaluate the grid
density required for grid-independent radiative heating predictions.
Radiative heating is due to emission from the hot shock layer, and
thus it is expected that shock-layer resolution will be more important
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Fig. 9 Grid resolution study of computed centerline radiative heat-
ing. Peak heating point (t = 253 s) on the minimum atmosphere lift-up
trajectory.

than boundary-layer resolution for this case. In particular, it is im-
portant to resolve gradients in Tve, which govern the excited-state
population of CN. From Fig. 5a it is apparent that gradients of Tve are
not large in the shock layer, and thus grid resolution requirements
should not be too severe. Figure 9 shows the results of a grid reso-
lution study performed at the peak heating point. The baseline grid
has 65 body-normal points and 2028 tangential points distributed
across the forebody, for a total of 132,000 points in the volume. The
“coarse normal” grid has the same tangential distribution, but 25%
fewer points in the body-normal direction (49 points). The “refined
normal” grid has 50% more points in the body-normal direction (97
points). The “coarse tangential” grid has about half as many points
in the tangential directions (1131 points), and the same normal dis-
tribution as the baseline. From Fig. 9 we see that the computed
radiative heating along the vehicle centerline is essentially the same
for all of these grids, In the stagnation region the predicted heating
was about 1% higher than baseline for the “coarse normal” grid,
and essentially identical to the baseline for the “refined normal” and
“coarse tangential” grids. The largest differences occurred on the
lee-side shoulder, but even in that region all solutions were within
3% of baseline. These results indicate that the baseline grid is indeed
sufficiently resolved in both the tangential and normal directions.

Effects of Flow Ionization
A simulation was also performed to investigate the effect of ion-

ization on the results presented here. For the uncoupled flow, the
maximum mole fraction of electrons was found to be only about
3 × 10−4. At this low level of ionization, there was essentially no
change in the convective heating of the body (about 0.3 W/cm2

difference at the apex, or 0.75%) or the radiative heating (about
2 W/cm2 difference at the maximum heating point, or 0.75%) be-
tween the 13-species (nonionized) and 19-species flow simulations.
The maximum electron mole fraction for the coupled flowfield was
reduced more than an order of magnitude to ∼4 × 10−5, due to the
amount of energy lost to radiation. For this case there was no visible
difference in either convective, radiative, or surface heating for the
ionized vs nonionized flowfield. In general, radiation coupling will
tend to suppress ionization. Therefore, if the effects of ionization are
small for an uncoupled analysis, it can usually be safely neglected
in the coupled analysis. However, ionization will become important
at higher entry velocities.

Effects of Turbulence
Given the large size of the Titan aerocapture vehicle, engineering

correlations predict that transition to turbulence will occur on the
lee side of the forebody somewhere near the peak heating point of
the trajectory.2 The effects of turbulence on convective heating were

a)

b)

Fig. 10 Effect of turbulence: a) convective and b) radiative heating
along the centerline of the Titan aerocapture vehicle. Peak heating point
(t = 253 s) on the minimum atmosphere lift-up trajectory.

discussed in Ref. 2, but it is important to reexamine these results
in the context of coupled radiation. Therefore, simulations of the
t = 253 s point were also performed assuming that the flow was
fully turbulent from the stagnation point, using a Baldwin–Lomax
turbulence model. Before running a turbulent flow solution it is
important to analyze the turbulence model to ensure its applicability
to this problem. For example, the Baldwin–Lomax variant in DPLR
by default relies on an enthalpy ratio search to locate the boundary-
layer edge, which is typically assumed to lie at the point away from
the wall where the total enthalpy reaches 99% of the freestream
value. However, the coupled flowfield is nonadiabatic and thus total
enthalpy is not conserved. Therefore, such a method will tend to
locate the “boundary-layer edge” at the shock location, which is
clearly not correct. For the coupled case shown here the boundary-
layer edge was located by manually selecting a maximum body-
normal index based on the boundary-layer location in the uncoupled
solution. This approach is clearly not an effective solution to the
problem, but it does permit comparisons to be made.

Figure 10a compares convective heating along the centerline for
four computations including all combinations of laminar and turbu-
lent flow and uncoupled and coupled radiation. The flow stagnation
point is on the wind side at about y = −0.8 m from the apex. If we
first look at the uncoupled results, we see that, as shown in Ref. 2,
turbulent convective heating levels on the lee side of the forebody are
as much as 2.5 times the laminar heating level, and even exceed the
apex heating rate. There is also significant augmentation of wind-
side heating levels away from the stagnation region (y < −0.8 m),
although the laminar and turbulent results are nearly the same at
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the stagnation point. When radiation coupling is included in the
simulation, the laminar heating rate falls by 25–35% on the entire
forebody, as discussed previously. Turning now to the coupled tur-
bulent solution shown in Fig. 10a, a similar reduction in convective
heating rate is observed in the stagnation area, but elsewhere the
trend is quite different. In particular, on the lee side the turbulent
convective heating is actually slightly higher for the coupled flow so-
lution. However, the Baldwin–Lomax turbulent convective heating
levels are sensitive to the computed boundary-layer edge location
and can vary by up to 25% for this case depending on the chosen lo-
cation. Therefore, because of the problems discussed in the previous
paragraph, accurate simulations of the turbulent convective-heating
levels for the coupled flowfield will likely require a more accurate
turbulence model.

Radiative heating is primarily a function of shock-layer condi-
tions and thus should not be affected by the modeling issues that
have been discussed. Figure 10b compares radiative heating along
the centerline for the same cases shown in Fig. 10a. For both the
laminar and turbulent solutions the effect of coupling is to reduce
radiative-heating levels by more than a factor of 2. Flow turbulence
has essentially no effect on predicted radiative-heating levels on the
wind side, which is not surprising because the effects of turbulence
are confined to the boundary layer, where the gas is cool and not
radiating. However, on the lee side the turbulent solutions show a
small decrease (about 10%) in radiative heating. This decrease is
likely due to the slight increase in shock standoff distance caused
by the thicker turbulent boundary layer, but it was not explored in
detail because the net effect is small.

Design Impact for Titan Aerocapture
The preceding analysis concentrated on the impact of radiation

coupling at a single trajectory point where shock-layer radiation
is significant. In order to understand the design impact of the im-
provements to CN radiation modeling presented here, the effect
along an actual design trajectory must be evaluated. Therefore a se-
ries of cases are run at eight points along the minimum atmosphere
undershoot trajectory, shown in Table 3. At each point a laminar
uncoupled and a laminar coupled solution are computed so that the
effects of radiation coupling can be quantified. Table 4 and Fig. 11
show the results for the point on the body in the stagnation region
that experiences the maximum radiative heating. As can be seen
from Fig. 11, radiation coupling has a significant impact on both

Table 3 Selected points on the minimum atmosphere
lift-up trajectory

t , s ρ∞, kg/m3 V∞, m/s T∞, K pstag, Pa

174 4.697 × 10−6 6558 131.9 190
198 1.697 × 10−5 6512 143.2 680
228 6.414 × 10−5 6273 150.9 2400
253 1.491 × 10−4 5761 152.7 4700
266 2.051 × 10−4 5371 152.7 5610
281 2.665 × 10−4 4859 152.6 5960
312 3.338 × 10−4 3862 152.3 4730
339 3.212 × 10−4 3239 152.4 3320

Table 4 Stagnation region heating rates along the minimum
atmosphere lift-up trajectory

Uncoupled Coupled

t , s qC , W/cm2 q R , W/cm2 αr qC , W/cm2 q R , W/cm2 αr

174 8.4 24.4 0.81 6.2 4.0 0.78
198 14.1 78.7 0.78 8.9 21.5 0.78
228 23.8 166 0.77 15.1 72.8 0.78
253 28.2 246 0.76 18.7 119 0.76
266 27.1 270 0.76 18.0 121 0.77
281 23.6 213 0.77 16.1 86.6 0.76
312 11.8 13.6 0.79 10.5 10.5 0.77
339 5.5 0.2 —— 5.5 0.0 ——

Table 5 Stagnation region heat loads along
the minimum atmosphere lift-up trajectory

Uncoupled Coupled

QC , J/cm2 Q R , J/cm2 QC , J/cm2 Q R , J/cm2

3,000 20,700 2,100 8,900

Fig. 11 Stagnation-point convective and radiative heating as a func-
tion of time on the minimum atmosphere lift-up design trajectory.

convective and radiative heating levels throughout the trajectory.
Computed heat loads for each case are shown in Table 5. For this
trajectory, including radiation coupling in the simulation results in a
30% reduction in convective heat load and a 57% reduction in radia-
tive heat load. The combined heat load is slightly more than a factor
of 2 lower when radiation coupling is modeled, which highlights the
importance of accurate modeling for this type of strongly coupled
problem.

Finally, it is interesting to note that the tangent slab correction
factor αr at the stagnation point varies little with time, as shown
in Table 4. In fact, to a good approximation a constant value of
αr = 0.77 could be used in the stagnation region for all trajectory
points, for both the uncoupled and coupled solutions. A similar com-
parison was performed at the apex of the sphere cone, and again a
fairly constant value (αr = 0.78) was found to be sufficient for all
trajectory points. This result is a little surprising at first, because the
shock standoff distance varies considerably between the coupled
and uncoupled solutions, and also varies with time during the entry.
All else being equal, the value of αr for a thin emitting shock layer
is a strong function of the shock standoff distance.32 Therefore, it
seems logical to assume that, for example, the coupled solutions
would have a larger value of αr due to the decrease in shock stand-
off distance. However, this analogy is misleading for these flows,
because significant emission is produced in the entire region be-
tween the shock wave and boundary-layer edge, which violates the
assumption of a thin emitting layer. In fact, the shock layer appears
to be roughly self-similar for these flowfields, which results in a
nearly constant value of αr at each point on the surface. Given the
small variability in αr with time, it is clear that a simple geomet-
rically based constant value, based on the results of a single view-
factor solution, would be a reasonable design assumption for this
problem.

Conclusions
A new methodology is presented to enable the computation of

fully coupled three-dimensional flowfields including the nonadia-
batic effects of strong radiative emission in an optically thin shock
layer. The method can easily be incorporated into existing CFD
codes and does not appreciably increase either the cost or the
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stability of the resulting simulations once the emission curve fits
have been obtained. Using this method, the volumetric effects of
radiation coupling were shown to be much more important than
the impact of radiative heating on the surface-energy balance. In
addition, the standard one-dimensional tangent slab method was
replaced with a more accurate view factor–based approach for com-
puting radiative heating.

These tools are applied to aeroheating simulations for a Titan
aerocapture vehicle, which is an ideal demonstration case because
Titan aeroheating is dominated by CN radiation produced in the opti-
cally thin shock layer. For this concept, previous uncoupled analysis
predicted radiative heating rates of over 300 W/cm2 at the stagnation
point of the probe, as compared to convective heating rates of about
40 W/cm2. By modeling the volumetric effects of radiation coupling
on this flowfield, the net radiative-heating rates were shown to be
more than a factor of 2 below the uncoupled estimates. In addition,
use of the view-factor approach demonstrated that peak radiative
heating in the stagnation region was about 25% less than that pre-
dicted using tangent slab at peak heating. The combination of these
effects results in nearly a factor of 3 reduction in predicted maxi-
mum radiative heating levels for the Titan aerocapture vehicle. The
energy lost from the flowfield through radiation also reduces con-
vective heating to the body by as much as 30% near peak heating,
because boundary-layer edge temperatures are considerably low-
ered. Comparison at multiple trajectory points demonstrated that
the total heat load is reduced by a factor of 2 when coupling is
properly modeled. Finally, it was shown that the ratio of radiative
heating predicted by the view-factor and tangent slab methods is
about αr = 0.77 in the stagnation region and does not vary signifi-
cantly with time during the entry. Therefore, it appears feasible to
use a tangent slab approach with an approximate “universal” correc-
tion factor to estimate stagnation-point radiative heating for a given
vehicle geometry.

Although most other planetary entry problems of interest are not
characterized by strong radiation and an optically thin shock layer,
the methodology presented herein should prove useful for other
simulations as well, because similar curve fits can be generated for
any radiating species of interest. Many entry problems have a mix of
important radiators, of which some are heavily absorbed, but others
are optically thin. If the optically thin (or nearly optically thin)
components of the shock-layer radiation are modeled in a coupled
fashion, the resulting solution will be a better representation of the
fully coupled result. At the least, such a solution will serve as a better
starting point for a loosely coupled analysis, reducing the number
of expensive iterations required for convergence.
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